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Abstract
Assuming that there are plural dependent statistics and their joint probability density function is known, we arrange
them in order of a size of value. In this study, we derive the explicit formulae of the probability density function of
two statistics among the ordered statistics. Then, we derive the probability density function of the range of ordered

statistics and discuss its applications.
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1. Introduction

Assume there are plural statistics Sy, S,,*, Sk. Arranging

them in order of a size of value, assume

Sy =S = = Sy
Sy S(2)***» Sty are called the ordered statistics. When S,
S,,++, Sk are independent and are distributed according to a
same probability distribution, the explicit formula of the joint
probability density function of S;y and Sgp,y for 1 <1 <
m < K isknown. However, when S;, S,,+, Sx are
dependent, the explicit formula of that is not found. Imada
(2022) derived that for dependent S;, S,,--+, S ina certain
case.

In this study, under the assumption that S;, S,,--:, Sk are
dependent and their joint probability density function f (s,
Sy, Sg) 1s known, we derive the explicit formula of the
joint probability density function of Sy and S,y for 1 <
[ < m < K. Then, we derive the probability density function
of Ry, my = Samy — S(1y» Which is the range of the ordered
statistics

Sy < Sas) < - < Somy-

Furthermore, we discuss its applications.

2. Joint probability density function of Sy and S, for
1<l<m<K

‘We determine the joint probability density function
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hwy,mm) (S Semy) of Sy and Sy for 1<l <m <K.

Since

ha, o) (Swy Sem))

2
=—P(Sp < s, Sy < S )
as(l)as(m) ( O] @y°2m) (m))

we derive the explicit formula of

02

—————P(Suy < 50, Stm) < Sm))-
350,050m) (Sw < 5w Somy < 56m)

Assume dsgy # 0,ds(y,) # 0. Letting

Gay,em) (S(ty» Sam))
= P(Su) < 5@y + ds@y, Semy < Sem))

—P(Sw < 50y Semy < S(my),

we obtain

X

hay,am) (S@y Semy)

lim
dS(l)—VO,dS(m)—%)

Gay,m) (S Samy + dSmy) = Gy, emy (S Semy)
dS(l)dS(m)
Assume dsgy > 0,ds(,) > 0.Then

. (21)

Gay,m)(S@y Semy + dSamy) = Gy, omy (S Samy)
= P(S(l) < S(l) < S + dS(l),

Sem) < Semy = Sam) + dSom)
=P(Sw <sw.Sa-n = Sw»
Sw = Sw =S * dsay,Sw T dswy = Sas1y = Samy,
“ns@ S S Sem-1) < Semy»
S(m) = Stm) = S(m) + dSmy» Sem) + dS(m) =< Sem 1),
<, Sy T dsmmy < Si))



Note on Joint Probability Density Function of Dependent Ordered Statistics

@1+91-1)491, @141 Gm-1).9m(@m+1.4K)
X P(Sq, <SSy Sq, S Sy
Sw =S s tdswy, s+ dsw = Sqp, < Smy
SSw Fdsqy < Sqy < Semy
Sm) < Sqm < Sam) T dSm), Semy T ASamy < Sgmirr

. ,S(m) + dS(m) < SCII()

“q1-1).91, 1+ 1 9m-1)9m@m+1,9K)

fsa) fsa) fS(z)ﬂiS(z) fS(m) fS(no
S S

() *asq *as

f5(m)+d5(m) fw foo
s s

S(m) (m)Fds(m) (m)Fds(m)

f(Sl’ S5m0, SK)dSql o

© ASqy,_y ASqy, ASqy .+ ASqx-

dSﬁIl—1 dS‘IldS‘IHl

Here, the summation is taken for all sorts of decompositions

(ql' Y ql—l)l ql,(ql+1! Tt qm—l): qm., (qm+1l ] K)
of (1,2,--+, K). Therefore, we obtain

lim
dS(l)—>+0,dS(m)—>+0

0¥ (5@ Samy + d5(my) = Gy, am) (S S(my)
dS(l)dS(m)

q1-1).91,(1+19m—-1).9m (@m+1.

[ I

N0, SO TS0
f(Sla .“rs(l)a'”as(m);”'; SK)dSql oo
gy ASqyy,  ASqy-
Here f(s1, =, Sqy»**sS@my, =+ Sk is obtained by
substituting s(;y and S, into g;th component and

ds‘?l—1 ds‘?l+1

qmth componentof f(s;, S3,+*, Sk). The above derivation is
similar when

dxqy >0, dx(m) <0,

dxgy <0,dxgmy >0
or

dxgy < 0,dxem <O0.

Therefore, we obtain

ha,am)(Say Samy)

~q1-1),491,(q1+1 5 9m—-1).9m,(Am+1,

[ I f

S0 S0

f(51’ '”!S(l)"”:'s(m)'“" SK)dSql vee

; dsﬂm—1 dsﬂm+1 dSCIK'

dsQl—1 ds‘ll+1

3. Explicit formulae of probability density function of
Rayomy = Samy = Sy

We derived Ay im) (s(l), s(m)) in Section 2. Then, the
probability density function of Ry (m) = Simy — Sqry 18
given by

9T w,m) = I hw.m (5w ro.m +sw) dsw.
If I=1m=K , the probability density function of
Ry, = Sy — Sy s givenby

(o)
ITw.w) = I hayao (Say Ty + 5@) dsq)y-

4. Applications
4.1. Determination of critical value of all-pairwise multiple

comparison for normal means

Assume there are K normal populations N(u;,c2),

N(#Z! 0-2) [
multiple comparison for py, 1y, *+, Uk . Specifically, we set up

, N(ug,0?%). We consider the all-pairwise

anull hypothesis and its alternative hypothesis as

Hyjipg = py vs. HiY: gy # @1
for 1 <i<j<K and consider the simultaneous test for
them. Let Xpq1, Xp2,es

for k=1,2,---,K.Let

1 Nk K
Xk=—Zin (k: 1,2,"',K),N:an,
3= =1

K Tk

1 _
s = ;Z Z(in — X3)?
=1 =1

where v = N — K. Tukey (1953) used a statistic

_ X=X
IS A

X, be a sample from N (i, 0%)

for testing (4.1). Specifying the critical value ¢ for testing
hypotheses (4.1),if S; ; > ¢, wereject H; ;. Otherwise we
retain H; ;. We determine the critical value ¢ so that

P( max S; ; >c)—a
1<i<j<K
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for a specified significance level a. Here, P(-) isthe
probability measure under the assumption that all H; ;s are
true. Ifall H; s are true, we canassume py = [ =
Ug = 0 without loss of generality. If ny =n, = -+ =
ng =n,

P (1 <rln<%><<K Si; > c)

is formulated. Specifically,

P( max Sl]>c)

1<i<j<K

=1—P< max S; <c>

1sicj<k “H =

\f(xk %)

>;

=1- P [
k=1

<cfori+k

=1- Kf [f_ {dD(Z) - (D(Z - \/fcso)}K_qu)(z)dz

X g(so)dsy.
Here ®(z) is the cumulative distribution function of
N(0,1), ¢(z) is the probability density function of N (0,1)
and g(sy) isthe probability density function of s, = s/0
given by

Y/2 2

9(so) = Z(W;fTwsow_leXp [— %]
On the other hand, let
VnXy
s

for 1 <i<j<K. (S, Sy Sg)' isdistributed

accordingto K -variate t-distribution with v degrees of

k=

freedom and covariance matrix I. Here I is K-
dimensional unit matrix. Arranging statistics S;, S,,, S in
order of a size of value, assume
Sy =S < = Sy

Letting R1),x) = Sx) — S(1)» We obtain

P (1<Lm<a}><(K Sij > c) = P(Ray,w) > \/Ec)
Letting g(7(1),(x)) be the probability density function of
R(1),(k), We obtain

P(Rayw) > V2¢) = ff 9 @),a0)A T 1),10)-
2c

Specifically, the critical value ¢ of all-pairwise multiple
comparison for a specified significance level can be obtained by
the probability density function of Rqy (k).

4.2. Critical value of multiple comparison with a control for

normal means

We consider the multiple comparison with a control for

comparing p; with p,, -+, g simultaneouly. Here, we

assume
M1 = [y
for k = 2,3,:--, K inadvance of the test. We set up a null
hypothesis and its alternative hypothesis as
Hyg:py = g vs. Hiyvpg > (42)
for k = 2,3,:-+, K and consider the simultaneous test for
them. Dunnett (1955) used a statistic

for testing (4.2). Specifying the critical value ¢ for testing
hypotheses (4.2),if S;; > ¢, wereject H, ;. Otherwise we
retain H, ;. We determine the critical value ¢ so that

P (i:rznf?,(,KSLi > C) = a.
Here
P (i_max Sy > c)

can be formulated. Specifically, letting
n;

A i
L n, + ni'
we obtain

P(, max S;; > c)
i=23,K

= 1—P(, max S;; < c)
i=2,3,K

<cfori=23-,K

fori =2,3,-,K)

—1-2 f f ) (11; )qb(z)g(so)dzdso.

On the other hand, (S 2,S73,*+,S1 k) is distributed
accordingto K — 1 -variate t-distribution with v degrees of
freedom and covariance matrix (,/A;;4, ;). Arranging

statistics Sy ,S13,°**,S1x inorder of a size of value, assume
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5(1) < S(z) <--< S(K—l)-
Lettll’lg R(l),(K—l) = S(K—l) - 5(1),W€ Obtaln

P (i:IZI:IE}a,-)-(-,K Sl,i > C) = P(R(l),(K—l) > C)

Letting g (r(1)k-1)) be the probability density function of
R(1), (k1) We obtain

P(Rayk-1) > ¢€) = f 9(r@),w-1)d 1), k-1)-
C

Specifically, the critical value ¢ of multiple comparison with a
control for a specified significance level can be obtained by
the probability density function of R(qy x—1)-

5. Conclusions

In this study, we discussed the joint probability density function
of the ordered statistics constructed from plural dependent
statistics. Specifically, we derived the probability density
function of two statistics among the ordered statistics. Then, we
derived the probability density function of the range of ordered
statistics and applied it to determining the critical values of the
all-pairwise multiple comparison procedure and the multiple
comparison procedure with a control for normal means.
However, there remain some problems to be solved in the
future. We should clarify the advantage of determination of the
critical values of the multiple comparison procedures by using
the probability density function of the range of ordered
statistics. Furthermore, we want to apply the probability density
function of the range of ordered statistics to constructing more

powerful stepwise multiple comparison procedures.
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