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ABSTRACT. A wvideo tracking system raises a wide possibility in today’s society. This
system is used in various applications such as security, monitoring, robotic, and nowa-
days in day-to-day applications. However the video tracking systems still have many open
problems and many of research activities in a video tracking system are explored. There-
fore in this article, an overview of recent research activities in a video tracking systems
has been presented. In our survey, we have discussed the important issues related to a
video tracking system including current issues, methodology and future view of tracking
system. In methodology section, we provide detailed description of four main tasks in
tracking system: detection, tracking, object representation and recognize object behavior.
Keywords: Video tracking system, Detection, Tracking, Object representation, Object
behavior, Recognition

1. Introduction. A video tracking system raises a wide possibility in today’s society.
This system is applied to such security systems as real-time temperature scanning during
a SARS eruption in East Asia; a surveillance system that is used in a shopping mall, ATM,
booth railway station and airport; a monitoring system, for example, traffic monitoring
in a highway and nowadays has been used widely on day-to-day application such as a
video camera to a cell phone. Based on Rita Cucchiara, the projection of the compound
annual growth rate of video surveillance markets is about 23% over 2001-2011, to touch
US$670.7 million and US$188.3 million in USA and Europe, respectively [1]. According
to the increase of its use, this means rapidly such technologies invaded in the society.

Therefore, many of research activities in a video tracking system are explored. In early
1980s, image processing started to be employed in security technology when a system
of Video Motion Detection (VMD) was introduced. Since then, many researchers have
developed various methods, algorithms and techniques that can be implemented in the
video tracking system such as [2-5]. However, the performance of tracking algorithms
using image processing method depends on how well they can estimate the visual infor-
mation such as an articulate object structure and due to the change of a view point and
illumination [6].

From the above analysis, the objective of this paper is to provide the present state of
arts and discuss a future trend to research on a tracking system. In this paper, three main
fields of tracking systems are outlined. In Section 2, we describe briefly the overview of
video tracking system. In Section 3, we discuss the methodology of tracking systems,
where we provide detailed description of four main tasks in tracking system: detection,
tracking, object representation and recognize an object behavior. Section 4 presents the
future view of tracking systems and finally, conclusion is given in Section 5.

2. Video Tracking Systems. Video tracking can be defined an action to estimate the
trajectory of an object in the image plane as it moves around a scene. In other words, a
tracker assigns consistent labels to the tracked objects in different frames of a video.
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At the early stage of tracking systems, a lot of researchers focused on tracking an ob-
ject movement in an indoor environment such as Q. Cai and J. K. Aggarwal, they have
developed tracking human motions using a plural fixed camera. They have focused on an
indoor environment and multivariate Gaussian models are applied to find the most likely
matches of human subjects [7]. Furthermore, Sarma and Jakup developed a human track-
ing system in two approaches of a method. The first approach is to compare the computed
motion trajectories to the reference trajectories. Meanwhile, in the second approach they
identified specific discrete events such as line crossings and compared sequences of these
evens to reference sequences. But in their research, they tested their proposed method in
an indoor environment [§].

Basically, tracking a human motion in an indoor environment is easier than in an
outdoor environment. This is because, the indoor environment has other features such as
polygons, lines or other line structures in the background that can be used for simplifying
the process of recognition [9]. Besides that, the curved contour or shape of a human can
reduce a possibility of mismatching the object with the background [8].

However, because of demanding from a society, tracking systems are widely used for
outdoor environment activities. Based on Chia Jung pai et al., their research is focusing
on pedestrian detection and tracking at crossroads. Their research has used a pedestrian
model and a walking rhythms approach to recognize a single pedestrian [10]. Meanwhile,
Zhijun Qui et al., have proposed corner feature extraction, motion matching and object
classification for the detection of a pedestrian and bicycle on a road [11]. Jose Melo et al.
have studied detection and classification of highway lanes using vehicle motion trajectories
[12]. That research is used an uncelebrated stationary or PTZ cameras to analyze traffic
behaviors in real time.

This situation is so different from tracking object motions in the indoor environment.
In an outdoor environment, tracking an object motion is a problem how to deal with
a background itself. The background of a moving picture should be different regarding
to situations and places even though data are taken in the same period. Besides that,
the color, pattern or shape of a background sometimes resemble with the shape, color or
pattern of an object that we need to track.

On the other hand, the tracking system still have many open problems should be solved
such as depth information for tracking. In order to detect an unsafe situation, it is required
to recognize a natural situation, environment or human and vehicle behaviors in a whole
time-length and in a spatial universe such as provide a views taken by cameras scattered
and placed in various positions or from various angles in buildings, campus, airports,
stations, streets, highways, or towns for tracing environments, vehicles and humans.

Therefore, to solve that problem, nowadays most of new research activities in a tracking
system are exploring larger dimension for tracking systems [1]. As we know, many cameras
are employed in a distributed video surveillance system to view, watch and recognize
irregular or unsafe behaviors. For example, it is not easy to track a human behavior
over many cameras, each of which consists a limited partial space in a vast universe [13].
Therefore, a multi-camera approach can be an alternative to solve this problem.

Using a multi-camera tracking system the real-time processing is one of the most impor-
tant issues to be considered. As we know, using multiple cameras the system will record
a huge volume of video data and for each video have a different angle of view. Therefore
a challenging task is to track an object movement from a multi video stream. Regarding
on the issue that it is reliable to ensure the application can track an object movement on
multi video data quickly under minimizing processing time.

Generally, in video tracking systems, visual content extraction and image understanding
are a crucial issue and still partially unsolved for tracking systems such as enlarge review,
enhance review, multiple review and so on. How to overcome the above problem, in the
next section we will discuss the detail of methodology.
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3. Methodology of Tracking System. Currently, researchers have proposed various
methodology of tracking applications. Alper Yilmaz et al. concluded on their survey
that three components are important tasks in tracking systems: detection, tracking and
object representation [14]. However, some of researchers identified that besides these
three components, another important component should be considered as to recognize
understand an object behavior or object activity.

3.1. Detection. Based on David Beymer and Kurt Konolige, the challenge in a tracking
system is to find an efficient method for detecting and tracking an object under fairly
difficult natural conditions. In the tracking system, detection means process of localiza-
tion of object movement or allowing the system to extract and log the person’s (object)
appearance in the repository. Normally, detection process is required during detecting the
first object enters in the frame or needed to detect an object in every frame [15]. These
two situations are depending on the requirement of applications.

Currently, various detection methods have been proposed for tracking systems. Based
on Robert T. Collins et al. the moving target detection can be divided by three con-
ventional approaches: temporal differencing, background subtraction and optical flow
[16]. Meanwhile based on Alper Yilmaz et al. it is popular that four categories of a
detection method are used in tracking systems which are point detectors, segmentation,
background subtraction and supervised learning [14]. Generally, background subtraction
is mostly used in tracking systems. Even though, this method is extremely sensitive to
dynamic scene changes for example lighting or inappropriate event.

Regarding our study many of researchers have their own methods to solve the problem
of object detection. For examples David Beymer and Kurt Konilige used disparity tem-
plates for the detection process of humans [15]. Robert T. Collins et al. used dynamic
background subtraction method to detect the movement of objects at urban area [16].

Chia Jung Pai et al. are focusing on pedestrian detection and tracking at crossroads.
Their research has used a pedestrian model and walking rhythms to recognize a single
pedestrian [10]. Meanwhile, Zhijun Qui et al. have proposed corner feature extraction,
motion matching and object classification for the detection of a pedestrian and bicycle on
a road [11].

Meanwhile, in robust real-time upper body limb detection, they used color skin and
edge information as a visual feature to detect the limbs of a human [17]. Musa et al.
used a shadow based method to recognize the location of vehicles in a highway. In other
researches on the multi-camera tracking system for human motions in an outdoor envi-
ronment, they used histogram method to identify the location of humans [18]. Nowadays,
hybrid methods have been used to solve the problem of object detection.

3.2. Tracking. The objective of tracking method is to generate the path of an object
by locating an object position in every frame from a video stream. Basically, two main
purposes of tracking method are to determine when a new object enters the system and
secondly, to estimate the position of an object over time.

Generally tracking object movements is a challenging task because a target changes
dynamically. In a traditional way, an object motion can be measured by two models:
stochastic models with deterministic and random components and secondly stochastic
model by classical deterministic mechanics [19]. Figure 1 shows as examples of such
that a model includes constant position, constant velocity and constant acceleration. In
tracking systems, to track an object motion based on constant velocity and constant
acceleration model it is difficult because this model is not a linear motion and also will
affect the size of an object during movement. Therefore we need a compatible method to
overcome this problem.

Various techniques have been developed for an object tracking system. A. Yilmaz et
al. have classified object tracking methods into three categories: firstly point tracking,
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FIGURE 1. Traditional motion models [19]

secondly kernel tracking and lastly silhouette tracking [14]. Nowadays many of researchers
have proposed their own method. For example, in real-time tracking of plural people using
continuous detection, David Beymer and Kurt Konilige used Kalman filtering technique
to track people’s movement [15]. However, based on Isard and Blake, this technique has
limited use because they are based on unimodal Gaussian densities that cannot support
simultaneous alternative motion hypotheses [20].

Hwasup Lim et al. have studied dynamic appearance modeling for the human tracking
system. This method used identification of the robust system dynamics and nonlinear
dimensionality reduction technique to track a human [21].

In robust real-time upper body limb detection and tracking, Matheen Siddiqui and
Gerard Medioni have designed a real time and robust system to detect or track the
limbs of a person and then track the forearms of the found limbs [17]. In the research,
information of color’s skin and edge is used as a visual feature to detect the limbs of a
human. After the detection process, in order to track the limbs in the next frame they
used smoothness assumption that the limb in the next frame must be near to the limb
found in the previous frame.

Meanwhile Robert T. Collins et al. used a simple approach based on a frame-to-frame
matching cost function to track the object movement such as humans and vehicles [16].
Chun Che Fung and Nicholas Jerrat proposed a neural network based intelligent intruder’s
detection and tracking system using CCTV images used barycentre calculation technique
in a tracking module. This technique can be loosely compared to the center of gravity of
an object [22].

3.3. Object representation. Object representation is one of the most important tasks
in tracking system. In a tracking scenario an object can be represented as shape, point and
forth depending on the application. However, the object representation can be categorized
using such features as point, primitive geometric shape, object silhouette and counter,
articulated shape models and skeletal models [14]. We can use this category as a shape
representation.

Meanwhile an object tracking also can be represented as object appearances such as
probability densities of object appearance, template, active appearance models and mul-
tiview appearance models [14]. An object appearance means some features or attributes
of an object are considered to represent an object such as color, texture and so on.
Furthermore, an object appearance also can be called as appearance representations or
appearance features.

In general, many of researchers used a shape representation to express an object move-
ment. For example, Ismail Haritaoglu et al. used silhouette, rectangular and centroid
appearance to represent a human movement [23]. Yasuyuki Matsushita et al. used a
shape rectangular to represent an object in their research [24]. In detection and classi-
fication of highway lanes using vehicle Motion Trajectories, they used rectangular shape
and probability densities of an object appearance to represent vehicles motion [12].
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C. Micheloni and G. L. Foresti used a multiple point to represent the interest points of
objects [25]. Meanwhile, Qiang Wang et al. used control points on object contour such
as fish shape or lips shape appearance in their research [26]. Michael Isard and Andrew
Blake also used control points on object contour for representing a head motion [20].

3.4. Recognize an object behavior. As we mentioned above, detection, tracking and
object representation are a main module in tracking system and a part of module in
surveillance and monitoring system. But these modules are not sufficient in obtaining the
final result to the end user. Therefore, we need a system that can recognize an object
behavior to ensure the system can give the decision making

Recognize an object behavior or object activity has been addressed by many researchers
in different fields such as computer vision, multimedia processing and pervasive comput-
ing. Behaviors refer to the actions or reactions of an object or organism, usually in relation
to the environment. Meanwhile human behavior is the collection of activities performed
by human beings. Therefore, to understand an object behavior is one of most difficult
open problem in tracking application. After detection and tracking an object, a tracking
system should determine what kind of activity the object is doing. For example used star
skeletonization procedure to analyze the human motion. Using this procedure, they can
distinguish a human motion between walking and running [16]. Based on Sangho Park
et al. used a hierarchical Bayesian network (BN) to recognize of two person interactions.
Where using a low level of BN can track a part of a human body and to track a whole
body, they used a high level of the BN [27].

In statistical synthesis of facial expression, Lisa Gralewski et al. used principal compo-
nents analysis (PCA) and the application of an auto-regressive process (ARP) to define a
set of emotion model. This technique generates a video texture from sequences of coherent
facial expression and head motions [28]. Meanwhile, Hatice Gunes et al. interpreted a hu-
man movement, body behavior and facial expression in order to make a human-computer
interface truly nature [29].

Marco Leo et al, used Hidden Markov Models (HMM) to recognize of human behavior.
In this research, they can recognize the human’s postures such as a human standing,
squatted and bent. Using Hidden Markov Models can identify 4 kinds of activities: 1.
walking, 2. Probing the subsoil by a stick, 3. Damping the ground with a tank and 4.
Picking-up some objects from the ground [30].

Basically for vehicle tracking system, many of researchers recognize a vehicle behavior
based on color, shape, vehicle’s plate and vehicle’s motion such as turn right and left or
depend on a road. For example Musa et al, using a car plate to track a vehicles movement
on the highway [13]. In real-time video surveillance for traffic monitoring using virtual
line analysis, Belle L. Tseng et al. used type and color of vehicles to clarify them [31].

4. Future Research. A video tracking system has a wide possibility in today’s society.
This system is dealt in biometrics [32] and situation/context awareness technologies [33].
Today biometric technology is widely used in a real world. The production of biometric
apparatuses increases exponentially from 1996 [33] as shown in Figure 2. Contrarily, the
price of each apparatus decreases linearly each year. According to the increase of its use,
the price in 2000 is one tenth less than one in 1990. This means rapidly such technologies
invaded in our society.

But such researches have very partly and individually been pursued. In order to detect
an unsafe situation, it is required to recognize a natural situation, environment or human
and vehicle behaviors in a whole time-length and in a spatial universe. One method is
to provide a tracking system employing views taken by cameras scattered and placed in
various positions or from various angles in buildings, campuses, airports, stations, streets,
highways, or towns for tracing environments, vehicles and humans.
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FIGURE 2. Price and product amount of biometric apparatus [33]

Therefore to overcome crucial issues, nowadays most of new research activities in a
tracking system are exploring larger dimension for tracking systems [1]. However, in a
real-time for video surveillance, visual content extraction and image understanding are
a crucial issue and still partially unsolved for video streams Furthermore, the creation,
processing and management of these data types require an enormous computational effort,
often too high for a single processor architecture. Therefore, we need a parallel and
distributed computing in order to speed up the process of image and video application as
a solution.

5. Conclusions. In this paper, an overview of recent research activities in a video track-
ing systems has been presented. In video tracking systems, the researchers will cope
with the problems of visual content extraction and image understanding that several of
techniques have been proposed in detection, tracking, object representation and recognize
human behaviors. Furthermore, for the future of video tracking systems, enlarge and en-
hance the view of a tracking system with multiple cameras should be considered. In this
issue we should deal with environment situation in different object views, a huge volume
of video data recorder and real-time processing.
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